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Average causal effect

• Let A denote the binary treatment (A = 1 for treatment and 0 otherwise).
• Let Y denote the binary outcome (Y = 1 for event and 0 otherwise).
• Let Z = (Z1, Z2, ..., Zk) denote the set of the k baseline covariates.
• Let Y (1) and Y (0) be the two potential outcomes under the treatment and

the control, respectively.
• The average causal effect is :

ACE = E [Y (1)− Y (0)]

• It represents the mean difference between the outcomes of individuals if they
had been treated or untreated.
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Three categories of methods for estimating the ACE

• The regression of the treatment allocation to obtain propensity scores (PS) :
• Inverse Probabiliy Weighting (IPW)
• Full matching (FM)
• Etc.

• The regression of the outcome for G-computation (GC)
• The targeted maximum likelihood estimator (TMLE) as a doubly robust
estimation which combines the outcome and treatment regressions

• Etc.
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Literature related to GC is less prolific compared to
PS-based methods

• Suppose (Yi , Ai , Zi) a dataset of n independent realisations of (Y , A, Z ).
• The first step of GC is to fit f (Y |A, Z )
• This outcome model is frequently referred to the Q-model.
• The second step consists in predicting the two potential outcomes for each

individual i : Ŷi(1) = f̂ (Y |1, Zi) and Ŷi(0) = f̂ (Y |0, Zi)
• The average causal effect is then estimated by

ˆACE = n−1
∑

i

[
Ŷi(1)− Ŷi(0)

]
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Three simulation-based were performed in the context of
binary outcome and binary treatment

1 Which covariates should be considered in GC (true confounders, those
causing the outcome, etc.) ?

2 What is the robustness of GC to a near-violation of the positivity assumption ?

3 What are the performances of GC associated with machine learning (ML) ?
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Simulated data
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• 4 sample sizes (n = 100, 300, 500, 2000)
• 2 treatment effect (H1 versus H0)
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Compared methods

We compared several methods (all based on logistic regression) :
• GC : variance obtained by parametric simulations.
• IPTW : stabilized weights and robust sandwich-type variance estimator.
• FM : robust sandwich-type variance estimator.
• TMLE : variance obtained by efficient influence curve.

We compared different sets of covariates :
• those causing outcome (Z1, Z2, Z3, Z4, Z5, Z6).
• those causing treatment (Z1, Z2, Z4, Z5, Z7, Z8).
• those causing outcome and treatment (true confounders : Z1, Z2, Z4, Z5).
• all the covariates.
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Results for n = 100 under H1

5Scientific Reports |         (2020) 10:9219  | https://doi.org/10.1038/s41598-020-65917-x

www.nature.com/scientificreportswww.nature.com/scientificreports/

n method
selection 
strategy

mean bias log OR

π0 π1 Δπ log OR MSE MSE* VEB (%) coverage (%) power (%)

100

GC

outcome 0.000 −0.001 −0.001 0.012 0.526 0.716 −6.2 94.1 17.7

treatment 0.002 −0.001 −0.003 0.006 0.580 0.786 −5.7 94.1 14.0

common 0.002 −0.001 −0.003 0.006 0.552 0.735 −4.2 94.8 15.1

entire −0.001 −0.001 −0.001 0.013 0.558 0.768 −8.8 93.3 16.9

IPTW

outcome 0.000 −0.001 −0.001 0.008 0.578 0.727 10.8 97.3 7.8

treatment −0.000 −0.001 −0.001 0.000 0.716 0.837 −1.2 95.1 9.8

common 0.002 −0.001 −0.003 0.003 0.587 0.743 6.6 96.8 8.8

entire −0.003 −0.001 0.002 0.005 0.741 0.838 −1.5 95.2 9.6

TMLE

outcome −0.001 −0.001 0.000 0.002 0.694 0.794 30.0 95.7 5.8

treatment 0.000 −0.001 −0.001 −0.020 0.876 0.955 183.3 98.8 1.0

common −0.000 −0.001 −0.001 −0.001 0.702 0.794 10.4 95.3 7.3

entire −0.003 −0.001 0.001 −0.013 0.886 0.953 412.2 98.8 0.5

FM

outcome −0.004 −0.001 0.003 0.022 0.665 0.787 −16.7 90.1 18.9

treatment −0.006 −0.001 0.004 0.017 0.822 0.911 −32.3 81.3 25.2

common −0.001 −0.001 −0.000 0.010 0.653 0.795 −15.3 91.0 17.5

entire −0.008 −0.001 0.006 0.022 0.842 0.921 −33.8 80.3 26.7

300

GC

outcome 0.001 −0.001 −0.002 −0.021 0.283 0.555 −1.6 94.5 43.6

treatment 0.002 −0.001 −0.003 −0.024 0.319 0.606 −2.3 94.3 35.2

common 0.002 −0.001 −0.003 −0.023 0.304 0.561 −1.5 94.8 38.5

entire 0.001 −0.001 −0.002 −0.022 0.297 0.600 −2.6 94.0 39.9

IPTW

outcome 0.002 −0.001 −0.003 −0.027 0.301 0.556 16.4 97.9 24.0

treatment 0.001 −0.001 −0.002 −0.026 0.372 0.628 6.6 96.2 21.4

common 0.003 −0.001 −0.004 −0.028 0.318 0.563 9.1 96.8 26.1

entire 0.001 −0.001 −0.002 −0.025 0.361 0.622 11.7 97.2 20.0

TMLE

outcome 0.000 −0.001 −0.001 −0.023 0.358 0.577 −2.3 93.6 29.0

treatment 0.002 −0.001 −0.003 −0.035 0.454 0.683 51.2 99.1 6.8

common 0.001 −0.001 −0.002 −0.023 0.378 0.582 −3.5 93.0 26.5

entire 0.002 −0.001 −0.003 −0.035 0.432 0.674 81.8 99.3 4.4

FM

outcome −0.000 −0.001 −0.001 −0.020 0.351 0.579 −11.7 91.9 37.2

treatment −0.001 −0.001 −0.000 −0.022 0.444 0.656 −30.2 82.7 38.9

common 0.001 −0.001 −0.002 −0.024 0.363 0.587 −14.6 90.4 36.9

entire −0.001 −0.001 0.000 −0.020 0.439 0.662 −29.3 83.2 39.1

500

GC

outcome 0.001 −0.001 −0.002 −0.014 0.217 0.509 −1.1 94.7 64.5

treatment 0.001 −0.001 −0.002 −0.014 0.245 0.556 −1.5 94.4 53.6

common 0.001 −0.001 −0.002 −0.015 0.233 0.618 −0.8 94.8 57.6

entire 0.001 −0.001 −0.002 −0.014 0.228 0.552 −2.0 94.2 60.5

IPTW

outcome 0.002 −0.001 −0.003 −0.019 0.230 0.509 16.5 97.9 43.3

treatment 0.000 −0.001 −0.001 −0.013 0.285 0.574 6.8 96.6 35.4

common 0.002 −0.001 −0.003 −0.018 0.244 0.514 9.2 96.8 43.7

entire 0.000 −0.001 −0.001 −0.014 0.274 0.571 12.3 97.2 33.9

TMLE

outcome 0.001 −0.001 −0.002 −0.015 0.272 0.521 −4.7 93.4 48.5

treatment 0.001 −0.001 −0.002 −0.018 0.347 0.618 35.0 99.1 15.9

common 0.000 −0.001 −0.001 −0.013 0.289 0.527 −4.8 93.1 43.7

entire 0.001 −0.001 −0.002 −0.019 0.328 0.611 51.1 99.3 12.9

FM

outcome 0.001 −0.001 −0.002 −0.015 0.265 0.525 −9.9 92.4 53.0

treatment −0.001 −0.001 −0.000 −0.011 0.346 0.597 −31.0 82.7 51.7

common 0.001 −0.001 −0.001 −0.014 0.283 0.530 −15.8 90.1 52.3

entire −0.002 −0.001 0.001 −0.008 0.340 0.596 −29.8 83.2 52.6

2000

GC

outcome 0.000 0.000 −0.000 −0.002 0.108 0.479 −1.7 94.7 99.6

treatment 0.001 0.000 −0.000 −0.003 0.122 0.524 −1.2 94.8 98.6

common 0.001 0.000 −0.000 −0.003 0.116 0.480 −0.9 94.7 99.1

entire 0.000 0.000 −0.000 −0.002 0.113 0.523 −1.8 94.5 99.4

IPTW

outcome 0.002 0.000 −0.001 −0.006 0.113 0.478 16.3 97.6 98.1

treatment 0.000 0.000 −0.000 −0.002 0.138 0.539 7.9 96.4 93.0

common 0.002 0.000 −0.001 −0.006 0.120 0.480 9.4 97.0 97.7

entire 0.000 0.000 −0.000 −0.002 0.131 0.537 13.9 97.4 93.6

Continued

• No bias for GC, IPTW, TMLE.
• The highest power was for GC with the covariates causing outcome.

@YohannFoucher (labcom-risca.com) G-computation for causal inference June 22, 2022 10 / 22



Introduction Covariates to consider in GC GG with positivity near-violation GC with Machine Learning Conclusions

Plan

1 Introduction

2 Covariates to consider in GC

3 GG with positivity near-violation

4 GC with Machine Learning

5 Conclusions

@YohannFoucher (labcom-risca.com) G-computation for causal inference June 22, 2022 11 / 22



Introduction Covariates to consider in GC GG with positivity near-violation GC with Machine Learning Conclusions

Extrapolation issue from the Q-model

16 Léger et al.: Causal inference with near-violation of positivity
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Figure 1 A representative illustration of the extrapolation issue occurring with a positivity near-violation.
The left y-axis represents the conditional distribution function of the covariateZ1 according to the exposure
status. The right y-axis represents the conditional probability of the outcome.
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Simulated data
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• Z1 was generated with a 10% prevalence. The near-violation concerned :
• 0% of the datasets for n ≥ 500.
• 1.3% for n = 200 subjects.
• 14.1% for n = 100 subjects.

• The extrapolation issue was proportional to the interaction level.
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Results
Biometrical Journal XX (2020) XX 17
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Figure 2 The mean absolute bias (y-axis) according to different sample size (from 100 to 1,000, x-axis)
and extrapolation issue. Abbreviations: GC, g-computation; IPW, inverse probability weighting; T-IPW,
truncated inverse probability weighting (thresholds: 10th and 90th percentiles) ; TMLE, targeting maximum
likelihood estimator; T-TMLE, truncated targeting maximum likelihood estimator (thresholds: bounds at
0.1 and 0.9); π1, the expected proportions of event if the entire population is exposed; π0, the expected
proportions of event if the entire population is unexposed; ∆, the corresponding difference (π1 - π0); OR,
the corresponding odds-ratio.
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• T-IPW and T-TMLE are the truncated IPW and TMLE with bounds at the
10th and 90th percentiles.

• GC and TMLE were the most robust methods
• only high extrapolation issue lead to substantial bias.
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Method : a super learner (SL) applicable in practice with
small sample size and computation time

• The SL consists in averaging the predictions obtained from the four
approaches :

• Lasso logistic regression. A was forced. All the possible interactions between
A and covariates Z were tested. B-splines for the quantitative covariates Z .

• Elasticnet logistic regression with similar assumptions.
• Neural network with one hidden layer.
• Support vector machine with a radial basis function kernel.

• The tunning parameters and the weights were obtained by maximizing the
average AUC of a ten-fold cross-validation.

• The variance was obtained by bootstrap cross validation.
• The tuning parameters being estimated once on the entire sample.
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Simulated data
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Results in terms of Mean Bias (MB).

Absolute 
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Results in terms of power
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Conclusions

The main advantages of the GC :
• The GC is simple to implement.
• The GC is a powerful method, especially when considering the covariates

causing the outcome.
• The GC is quite robust to the positivity near violation, except for high

extrapolation issues.
• The proposed SL allows to prevent the Q-model misspecification.
• The automatic algorithm allows bootstrapping the entire estimation

procedure, including the Q-model construction, in the variance estimation.
The main limitation of the GC :
• It does not constitute a doubly robust estimator.
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