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# NONPARAMETRIC RECURSIVE METHOD FOR KERNEL-TYPE FUNCTION ESTIMATORS FOR CENSORED DATA 

SALIM BOUZEBDA* AND YOUSRI SLAOUI


#### Abstract

In the present paper, we study general kernel type estimators for censored data defined by the stochastic approximation algorithm. We establish a central limit theorem for the proposed estimators. We characterize the strong pointwise convergence rate for the nonparametric recursive general kernel-type estimators under some mild conditions.


## 1. Introduction

Kernel density estimation is a fundamental data smoothing problem where inferences about the population are made, based on a finite data sample. Over years ago, [37] studied some properties of kernel density estimators introduced by [1] and [38]. Nonparametric density and regression function estimation has been the subject of intense investigation by both statisticians and probabilists for many years and this has led to the development of a large variety of methods. Kernel nonparametric function estimation methods have long attracted a great deal of attention, for good sources of references to research literature in this area along with statistical applications consult [45], [49], [18], [17], [40], [36], [28], [39], [47], [22], [19] and the references therein. There are basically no restrictions on the choice of the kernel $K(\cdot)$ in our setup, apart from satisfying classical conditions. The selection of the bandwidth, however, is more problematic. The choice of the bandwidth is crucial to obtain a good rate of consistency for of the kernel-type estimators. It has a big influence on the size of the bias. One has to find an appropriate bandwidth that produces an estimator which has a good balance between the bias and the variance of the kernel-type estimator, for more discussion refer to [31]. It is worth noticing that the bandwidth selection methods studied in the literature can be divided into three broad classes: the cross-validation techniques, the plug-in ideas and the bootstrap. Recently, some general methods based upon empirical process techniques are developed in order to prove uniform in bandwidth consistency of a class of kernel-type function estimators (density, regression, entropy and copula), we may refer to [23, 24], $[5,6],[4],[7]$ and $[8]$. Further, recursive kernel density estimators defined by stochastic approximation method have been proposed by [41], recursive kernel distribution estimators have been done by [42], recursive regression estimators

[^0]have been done by [43, 44] and recursive kernel-type estimators for spatial data was proposed by $[9,10,11,12]$.

This work concerns a nonparametric estimation of the recursive general kerneltype estimators for censored data defined by the stochastic approximation algorithm. To the best of our knowledge, the results presented here, respond to a problem that has not been studied systematically up to the present, which was the basic motivation of the present paper.

The problem of censoring, is frequently encountered in certain area of statistical applications. The didactique example of censoring is arguably the study of the survival times of patients to a given chronic disease in a medical follow-up study lasting up to a fixed time $t$. If a patient is diagnosed with the disease at time $s$, then the survival time will be known if and only if the patient dies before time $t$. If this is not the case, then the only information available is that the survival time is not less than the censoring time $t-s$. In mathematical terms, the information available to the practitioner is the triple $(T, C, \mathbf{X})$ defined in $\mathbb{R} \times \mathbb{R} \times \mathbb{R}^{d}$. Here $T$ is the variable of interest, $C$ a censoring variable and $\mathbf{X}$ a concomitant variable. Throughout, we work with a sample $\left\{\left(T_{i}, C_{i}, \mathbf{X}_{i}\right)_{1 \leq i \leq n}\right\}$ of independent and identically distributed replicæ of $(T, C, \mathbf{X}), n \geq 1$. Actually, in the right censorship model, the pairs $\left(T_{i}, C_{i}\right), 1 \leq i \leq n$, are not directly observed and the corresponding information is given by

$$
Z_{i}:=\min \left\{T_{I}, C_{I}\right\} \text { and } \delta_{i}:=\mathbb{1}\left\{T_{i} \leq C_{i}\right\}, \quad 1 \leq i \leq n,
$$

with $\mathbb{1}\{A\}$ standing for the indicator function of $A$. Accordingly, the observed sample is

$$
\mathcal{D}_{n}=\left\{\left(Z_{i}, \delta_{i}, \mathbf{X}_{i}\right), i=1, \ldots, n\right\}
$$

Survival data in clinical trials or failure time data in reliability studies, for example, are often subject to such censoring. To be more specific, many statistical experiments result in incomplete samples, even under well-controlled conditions. For example, clinical data for surviving most types of disease are usually censored by other competing risks to life which result in death. In the sequel, we impose the following assumptions upon the distribution of $(\mathbf{X}, T)$. Denote by $I$ a given compact set in $\mathbb{R}^{d}$ with nonempty interior and set, for any $\alpha>0$,

$$
I_{\alpha}=\left\{\mathbf{x}: \inf _{\mathbf{u} \in I}|\mathbf{x}-\mathbf{u}|_{\mathbb{R}^{d}} \leq \alpha\right\}
$$

with $|\cdot|_{\mathbb{R}^{d}}$ standing for the usual Euclidean norm on $\mathbb{R}^{d}$. We will assume that, for a given $\alpha>0,(\mathbf{X}, T)[$ resp. $\mathbf{X}]$ has a density function $g_{\mathbf{X}, T}\left[\right.$ resp. $\left.g_{\mathbf{X}}\right]$ with respect to the Lebesgue measure on $I_{\alpha} \times \mathbb{R}\left[\right.$ resp. $\left.I_{\alpha}\right]$. For $-\infty<t<\infty$, set

$$
F(t)=\mathbb{P}(T \leq t), G(t)=\mathbb{P}(C \leq t), \text { and } H(t)=\mathbb{P}(Z \leq t)
$$

the right-continuous distribution functions of $T, C$ and $Z$ respectively. For any right-continuous distribution function $L$ defined on $\mathbb{R}$, denote by

$$
T_{L}=\sup \{t \in \mathbb{R}: L(t)<1\}
$$

the upper point of the corresponding distribution. In this paper, we will mostly focus on the regression function of $\psi(Z)$ evaluated at $\mathbf{X}=\mathbf{x}$, for $\mathbf{x} \in I_{\alpha}$, given by

$$
m_{\psi}(\mathbf{x})=\mathbb{E}(\psi(Z) \mid \mathbf{X}=\mathbf{x})
$$

whenever it exists, is an unknown function, with real values. We will deal with the following family of estimators

$$
\begin{align*}
& \Psi_{n, h_{n}}(\mathbf{x}, f, K) \\
& ==\left(1-\gamma_{n}\right) \Psi_{n-1, h_{n-1}}(\mathbf{x}, f, K) \\
& \left.\quad+\gamma_{n} h_{n}^{-d} \delta_{n} G\left(Z_{n}\right)^{-1}\left\{\left(c_{f}(\mathbf{x}) f\left(Z_{n}\right)+d_{f}(\mathbf{x})\right) K\left(h_{n}^{-1}\left(\mathbf{x}-\mathbf{X}_{n}\right)\right)\right)\right\}, \tag{1.1}
\end{align*}
$$

where $\left(\gamma_{n}\right)$ is a nonrandom positive sequence tending to zero as $n \rightarrow \infty,\left(h_{n}\right)$ is a nonrandom positive sequence tending to zero as $n \rightarrow \infty$, called bandwidth, $f(\cdot), c_{f}(\cdot)$ and $d_{f}(\cdot)$ are some specific functions. For more explanation about the motivation of considering the proposed family of estimators (1.1), first, by considering, $c_{f}(\mathbf{x})=1 / g_{\mathbf{X}}(\mathbf{x})$ and $d_{f}(\mathbf{x})=-\mathbb{E}(f(Y) \mid \mathbf{X}=\mathbf{x}) / g_{\mathbf{X}}(\mathbf{x})$ this corresponds to regression setting, see equation (3.1) in [23]. An other choice $c_{f}(\mathbf{x})=0$ and $d_{f}(\mathbf{x})=1$, which correspond to the kernel density estimator. Moreover, the introduction of the function $f(\cdot)$ in (1.1), is motivated by the following choices. Further, the choice $f(y)=y$ (or $f(y)=y^{k}$, where $k$ is a strictly positive integer) into (1.1) let to the recursive Nadaraya-Watson kernel regression function estimator of

$$
m(\mathbf{x}):=\mathbb{E}(Y \mid \mathbf{X}=\mathbf{x})
$$

Finally, the choice $f(y)=f_{t}(y)=\mathbb{1}\{y \leq t\}$ can be used to study the recursive kernel estimator of the conditional distribution function

$$
F(t \mid \mathbf{x}):=\mathbb{P}(Y \leq t \mid X=\mathbf{x})
$$

More motivation on the use of the function $f(\cdot)$ in (1.1), can be found in [15]. The function $G(\cdot)$ is generally unknown and has to be estimated. We will denote by $G_{n}(\cdot)$ the Kaplan-Meier estimator of the function $G(\cdot)$, see [30]. Namely, adopting the conventions $\prod_{\emptyset}=1$ and $0^{0}=1$ and setting

$$
N_{n}(u)=\sum_{i=1}^{n} \mathbb{1}\left\{Z_{i} \geq u\right\}
$$

we have

$$
G_{n}(u)=1-\prod_{i: Z_{i} \leq u}\left\{\frac{N_{n}\left(Z_{i}\right)-1}{N_{n}\left(Z_{i}\right)}\right\}^{\left(1-\delta_{i}\right)}, \text { for } u \in \mathbb{R}
$$

Then, we have

$$
\begin{aligned}
& \widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K) \\
& =\left(1-\gamma_{n}\right) \widehat{\Psi}_{n-1, h_{n-1}}(\mathbf{x}, f, K) \\
& \left.\quad+\gamma_{n} h_{n}^{-d} \delta_{n} G_{n}\left(Z_{n}\right)^{-1}\left\{\left(c_{f}(\mathbf{x}) f\left(Z_{n}\right)+d_{f}(\mathbf{x})\right) K\left(h_{n}^{-1}\left(\mathbf{x}-\mathbf{X}_{n}\right)\right)\right)\right\},(1.2)
\end{aligned}
$$

Moreover, we set $\Psi_{0, h_{0}}(\mathbf{x}, f, K)=0$ and

$$
\Pi_{n}=\prod_{j=1}^{n}\left(1-\gamma_{j}\right)
$$

then, we will investigate the following family of estimators

$$
\begin{align*}
& \widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K) \\
& \quad=\Pi_{n} \sum_{i=1}^{n} \frac{\gamma_{i}}{\Pi_{i} h_{i}^{d}} \delta_{i} G_{n}\left(Z_{i}\right)^{-1}\left\{\left(c_{f}(\mathbf{x}) f\left(Z_{i}\right)+d_{f}(\mathbf{x})\right) K\left(h_{i}^{-1}\left(\mathbf{x}-\mathbf{X}_{i}\right)\right)\right\} \tag{1.3}
\end{align*}
$$

In particular, when $\mathbb{P}(C=\infty)=1$, we have $G(t)=0$, for all $t<\infty$, and obtain the uncensored case, $G_{n}(\cdot)$ then being equal to the usual empirical distribution function based upon $Y_{1}, \ldots, Y_{n}$. The recursive property in (1.2) is particularly useful when the number of the observed data increase since $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$ can be easily updated with each additional observation. In fact, if $\left(T_{n}, C_{n}, \mathbf{X}_{n}\right)$ is a new observation, the estimators $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$ can be updated recursively by the relation (1.2). From a practical point of view, this arrangement provides important savings in computational time and storage memory which a consequence of the fact that the estimate updating is independent of the history of the data. The main drawback of the classical kernel kernel estimator is the use of all data at each step of estimation. From a theoretical point of view, the main advantage of the investigation of such general family of estimators is that we can prove almost sure consistency with exact rate for several kernel-type estimators simultaneously. It is worth noting that the quantity $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$ includes as particular cases : the kernel type density estimator, the Nadaraya-Watson ([35] and [48]) estimator and the kernel type estimator of the conditional distribution, we may refer to $[23,24]$ for more details. In this sense, the present paper extends, in non trivial, way some previous results by considering a general kernel-type estimators given in (1.3).

The remainder of this paper is organized as follows. In the forthcoming section we give the assumption and the main results. More precisely, we provide the bias and the asymptotic variance. We establish the asymptotic normality of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$ in Theorem 2.3. The Strong pointwise convergence rate is characterized in Theorem 2.5. We calculate the Mean Squared Error (MSE) and provide the optimal bandwidth in Proposition 2.6. Some concluding remarks and possible future developments are mentioned in Section 3. To avoid interrupting the flow of the presentation, all mathematical developments are relegated to the Section 4.

## 2. Assumptions and Main Results

We define the following class of regularly varying sequences.
Definition 2.1. Let $\gamma \in \mathbb{R}$ and $\left(v_{n}\right)_{n \geq 1}$ be a nonrandom positive sequence. We say that $\left(v_{n}\right) \in \mathcal{G S}(\gamma)$ if

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} n\left[1-\frac{v_{n-1}}{v_{n}}\right]=\gamma \tag{2.1}
\end{equation*}
$$

Condition (2.1) was introduced by [26] to define regularly varying sequences (see also [3]). Noting that the acronym $\mathcal{G S}$ stand for (Galambos and Seneta). Typical sequences in $\mathcal{G S}(\gamma)$ are, for $b \in \mathbb{R}, n^{\gamma}(\log n)^{b}, n^{\gamma}(\log \log n)^{b}$, and so on.
In this section, we investigate asymptotic properties of the proposed estimators (1.3). The assumptions to which we shall refer are the following:
(A1): $K: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a continuous, bounded function satisfying

$$
\int_{\mathbb{R}^{d}} K(\mathbf{z}) d \mathbf{z}=1
$$

and, for all $j \in\{1, \ldots, d\}, \int_{\mathbb{R}^{d}} z_{j} K(\mathbf{z}) d \mathbf{z}=0$ and

$$
\int_{\mathbb{R}^{d}} z_{j}^{2}|K(\mathbf{z})| d \mathbf{z}<\infty
$$

(A2): (i)

$$
\left(\gamma_{n}\right) \in \mathcal{G S}(-\alpha) \text { with } \alpha \in(1 / 2,1] .
$$

(ii)

$$
\left(h_{n}\right) \in \mathcal{G S}(-a) \quad \text { with } a \in(0, \alpha / d)
$$

(iii)

$$
\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right) \in(\min \{2 a,(\alpha-a d) / 2\}, \infty]
$$

(A3): (i) $g_{\mathbf{X}, T}(\mathbf{s}, t)$ is twice continuously differentiable with respect to $\mathbf{s}$. (ii) $s \mapsto \int_{\mathbb{R}} f(t) g_{\mathbf{X}, T}(\mathbf{s}, t) d t$ is a bounded function continuous at $\mathbf{s}=\mathbf{x}$. $s \mapsto \int_{\mathbb{R}}|f(t)| g_{\mathbf{X}, T}(\mathbf{s}, t) d t$ is a bounded function.
(iii)

$$
\int_{\mathbb{R}}|f(t)|\left|\frac{\partial g_{\mathbf{X}, T}}{\partial x_{i}}(\mathbf{x}, t)\right| d t<\infty, i=1, \ldots, d
$$

and

$$
\mathbf{s} \mapsto \int_{\mathbb{R}} f(t) \frac{\partial^{2} g_{\mathbf{X}, T}}{\partial s_{i} \partial s_{j}}(\mathbf{s}, t) d t,
$$

for $i, j=1, \ldots, d$, is a bounded function continuous at $\mathbf{s}=\mathbf{x}$.
It is interesting to underline that the intuition behind the use of such bandwidth $\left(h_{n}\right)$ belonging to $\mathcal{G S}(-a)$ is that the ratio $h_{n-1} / h_{n}$ is equal to $1+a / n+o(1 / n)$, then using such bandwidth and using the assumption (A2) on the bandwidth and on the stepsize, Lemma 4.1 ensures that the bias and the variance will depend only on $h_{n}$ and not on $h_{1}, \ldots, h_{n}$, then the $M I S E$ will depend also only on $h_{n}$, which will be helpful to deduce an optimal bandwidth. Assumption (A2)(iii) on the limit of $\left(n \gamma_{n}\right)$ as $n$ goes to infinity is standard in the framework of stochastic approximation algorithms. It implies in particular that the limit of $\left(\left[n \gamma_{n}\right]^{-1}\right)$ is finite. To unburden our notation a bit and for simplicity, we introduce the following quantities

$$
\begin{align*}
\xi & =\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right)^{-1},  \tag{2.2}\\
L(\mathbf{x}, f) & =\mathbb{E}[f(Z) \mid \mathbf{X}=\mathbf{x}] g_{\mathbf{X}}(\mathbf{x}), \\
\Psi(\mathbf{x}, f) & =c_{f}(\mathbf{x}) L(\mathbf{x}, f)+d_{f}(\mathbf{x}) g_{\mathbf{x}}(\mathbf{x}), \\
\widetilde{g}_{\mathbf{X}}(\mathbf{x}) & =\mathbb{E}\left[G(Z)^{-1} \mid \mathbf{X}=\mathbf{x}\right] g_{\mathbf{X}}(\mathbf{x}), \\
L G(\mathbf{x}, f) & =\mathbb{E}\left[\left.\frac{f(T)}{G(T)} \right\rvert\, \mathbf{X}=\mathbf{x}\right] g_{\mathbf{X}}(\mathbf{x}), \\
V(\mathbf{x}, f) & =c_{f}^{2}(\mathbf{x}) L G\left(\mathbf{x}, f^{2}\right)+d_{f}^{2} \widetilde{g}_{\mathbf{x}}(\mathbf{x})+2 c_{f}(\mathbf{x}) d_{f}(\mathbf{x}) L G(\mathbf{x}, f), \\
g_{i j}^{(2)}(\mathbf{x}) & =\frac{\partial^{2} g_{\mathbf{X}}}{\partial x_{i} \partial x_{j}}(\mathbf{x}),  \tag{2.3}\\
L_{i j}^{(2)}(\mathbf{x}, f) & =\frac{\partial^{2} L}{\partial x_{i} \partial x_{j}}(\mathbf{x}, f), \\
B(\mathbf{x}, f) & =\sum_{i_{1}, i_{2}=1}^{d} \int_{\mathbb{R}^{d}} z_{i_{1}} z_{i_{2}} K(\mathbf{z}) d \mathbf{z}\left(c_{f}(\mathbf{x}) L_{i_{1} i_{2}}^{(2)}(\mathbf{x}, f)+d_{f}(\mathbf{x}) g_{i_{1} i_{2}}^{(2)}(\mathbf{x})\right), \\
R(K) & =\int_{\mathbb{R}^{d}} K(\mathbf{z})^{2} d \mathbf{z} .
\end{align*}
$$

Some explanation about this notation can be found in [9, 10, 12].
2.1. Bias and variance. Our first result is the following proposition, which gives the bias and variance of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$.

Proposition 2.2 (Bias and variance of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$ ). Let Assumptions (A1)(A3) hold, and assume that, for all $i, j \in\{1, \ldots, d\} g_{i j}^{(2)}(\cdot), L_{i j}^{(2)}(\cdot, f), \widetilde{g}_{\mathbf{X}}(\cdot)$ and $L G(\cdot, f)$ are continuous at $\mathbf{x}$.
(1) If $a \in(0, \alpha /(d+4)]$, then

$$
\begin{equation*}
\mathbb{E}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]-\Psi(\mathbf{x}, f)=\frac{1}{2(1-2 a \xi)} B(\mathbf{x}, f) h_{n}^{2}+o\left(h_{n}^{2}\right) \tag{2.4}
\end{equation*}
$$

If $a \in(\alpha /(d+4), 1)$, then

$$
\begin{equation*}
\mathbb{E}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]-\Psi(\mathbf{x}, f)=o\left(\sqrt{\gamma_{n} h_{n}^{-d}}\right) \tag{2.5}
\end{equation*}
$$

(2) If $a \in[\alpha /(d+4), 1)$, then

$$
\begin{align*}
\operatorname{Var}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]= & \frac{R(K)}{2-(\alpha-a d) \xi} V(\mathbf{x}, f) \frac{\gamma_{n}}{h_{n}^{d}} \\
& +o\left(\frac{\gamma_{n}}{h_{n}^{d}}\right) \tag{2.6}
\end{align*}
$$

If $a \in(0, \alpha /(d+4))$, then

$$
\begin{equation*}
\operatorname{Var}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]=o\left(h_{n}^{4}\right) \tag{2.7}
\end{equation*}
$$

(3) If $\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right)>\max \{2 a,(\alpha-a d) / 2\}$, then (2.4) and (2.6) hold simultaneously.
2.2. Central limit theorem and strong convergence. Let us now state the following theorem, which gives the weak convergence rate of the family of estimators $\Psi_{n, h_{n}}$ defined in (1.1). Below, we write $Z \stackrel{\mathcal{D}}{=} \mathcal{N}\left(\mu, \sigma^{2}\right)$ whenever the random variable $Z$ follows a normal law with expectation $\mu$ and variance $\sigma^{2}, \xrightarrow{\mathcal{D}}$ denotes the convergence in distribution and $\xrightarrow{\mathbb{P}}$ the convergence in probability.
Theorem 2.3 (Weak pointwise convergence rate). Let Assumptions (A1)-(A3) hold, and assume that, for all $i, j \in\{1, \ldots, d\} g_{i j}^{(2)}(\cdot), L_{i j}^{(2)}(\cdot, f), \widetilde{g}_{\mathbf{X}}(\cdot)$ and $L G(\cdot, f)$ are continuous at $\mathbf{x}$.
(1) If there exists $c \geq 0$ such that $\gamma_{n}^{-1} h_{n}^{d+4} \rightarrow c$, then

$$
\begin{aligned}
& \sqrt{\gamma_{n}^{-1} h_{n}^{d}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f)\right) \\
& \stackrel{\mathcal{D}}{\rightarrow} \mathcal{N}\left(\frac{\sqrt{c}}{2(1-2 a \xi)} B(\mathbf{x}, f), \frac{R(K)}{(2-(\alpha-a d) \xi)} V(\mathbf{x}, f)\right) .
\end{aligned}
$$

(2) If $\gamma_{n}^{-1} h_{n}^{d+4} \rightarrow \infty$, then

$$
\frac{1}{h_{n}^{2}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f)\right) \xrightarrow{\mathbb{P}} \frac{1}{2(1-2 a \xi)} B(\mathbf{x}, f)
$$

Remark 2.4. When the bandwidth $\left(h_{n}\right)$ is chosen such that

$$
\lim _{n \rightarrow \infty} \gamma_{n}^{-1} h_{n}^{d+4}=0
$$

(which corresponds to under smoothing), it follows from Theorem 2.3 that

$$
\begin{aligned}
& \sqrt{\gamma_{n}^{-1} h_{n}^{d}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f)\right) \\
& \xrightarrow{\mathcal{D}} \mathcal{N}\left(0, \frac{R(K)}{(2-(\alpha-a d) \xi)} V(\mathbf{x}, f)\right),
\end{aligned}
$$

and then, in order to minimize the asymptotic variance the stepsize $\left(\gamma_{n}\right)$ should be equal to $\left([1-a d] n^{-1}\right)$.

In the following theorem, we give the strong pointwise convergence rate of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$.
Theorem 2.5 (Strong pointwise convergence rate). Let Assumptions (A1)(A3) hold, and assume that, for all $i, j \in\{1, \ldots, d\} g_{i j}^{(2)}(\cdot), L_{i j}^{(2)}(\cdot, f), \widetilde{g}_{\mathbf{X}}(\cdot)$ and $L G(\cdot, f)$ are continuous at $\mathbf{x}$.
(1) If there exists $c_{1} \geq 0$ such that

$$
\gamma_{n}^{-1} h_{n}^{d+4} /\left(\ln \left[\sum_{i=1}^{n} \gamma_{i}\right]\right) \rightarrow c_{1}
$$

then, with probability one, the sequence

$$
\left(\sqrt{\frac{\gamma_{n}^{-1} h_{n}^{d}}{2 \ln \left[\sum_{i=1}^{n} \gamma_{i}\right]}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f)\right)\right)
$$

is relatively compact ${ }^{1}$ and its limit set is the interval

$$
\begin{aligned}
& {\left[\frac{1}{2(1-2 a \xi)} \sqrt{\frac{c_{1}}{2}} B(\mathbf{x}, f)-\sqrt{\frac{V(\mathbf{x}, f) R(K)}{2-(\alpha-a d) \xi}}\right.} \\
& \quad \frac{1}{2(1-2 a \xi)} \sqrt{\frac{c_{1}}{2}} B(\mathbf{x}, f)+\sqrt{\frac{V(\mathbf{x}, f) R(K)}{2-(\alpha-a d) \xi}},
\end{aligned}
$$

(2) If

$$
\gamma_{n}^{-1} h_{n}^{d+4} /\left(\ln \left[\sum_{i=1}^{n} \gamma_{i}\right]\right) \rightarrow \infty
$$

then, with probability one,

$$
\lim _{n \rightarrow \infty} \frac{1}{h_{n}^{2}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f)\right)=\frac{1}{2(1-2 a \xi)} B(\mathbf{x}, f) .
$$

2.3. MSE and choice of the optimal bandwidth. In the following proposition we give the MSE of the family of estimators $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$.
Proposition 2.6 (MSE of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$ ). Let Assumptions (A1)-(A3) hold, and assume that, for all $i, j \in\{1, \ldots, d\} g_{i j}^{(2)}(\cdot), L_{i j}^{(2)}(\cdot, f), \widetilde{g}_{\mathbf{X}}(\cdot)$ and $L G(\cdot, f)$ are continuous at $\mathbf{x}$.
(1) If $a \in(0, \alpha /(d+4))$, then

$$
\operatorname{MSE}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]=\frac{1}{4(1-2 a \xi)^{2}} h_{n}^{4} B(\mathbf{x}, f)+o\left(h_{n}^{4}\right) .
$$

[^1](2) If $a=\alpha /(d+4)$, then
\[

$$
\begin{aligned}
\operatorname{MSE}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]= & \frac{1}{2-(\alpha-a d) \xi} \frac{\gamma_{n}}{h_{n}^{d}} R(K) V(\mathbf{x}, f) \\
& +\frac{1}{4(1-2 a \xi)^{2}} h_{n}^{4} B(\mathbf{x}, f)+o\left(h_{n}^{4}\right) .
\end{aligned}
$$
\]

(3) If $a \in(\alpha /(d+4), 1)$, then

$$
\operatorname{MSE}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]=\frac{1}{2-(\alpha-a d) \xi} \frac{\gamma_{n}}{h_{n}^{d}} R(K) V(\mathbf{x}, f)+o\left(\frac{\gamma_{n}}{h_{n}^{d}}\right) .
$$

The following corollary ensures that the bandwidth which minimize the MSE depend on the stepsize $\left(\gamma_{n}\right)$ and then the corresponding MSE depend also on the stepsize $\left(\gamma_{n}\right)$.

Corollary 2.7. Let Assumptions (A1)-(A3) hold. To minimize the MSE of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$, the stepsize $\left(\gamma_{n}\right)$ must be chosen in $\mathcal{G S}(-1)$, the bandwidth $\left(h_{n}\right)$ must equal

$$
\left(d^{1 /(d+4)} \frac{(1-2 a \xi)^{2 /(d+4)}}{(2-(\alpha-a d) \xi)^{1 /(d+4)}}\left\{R(K) \frac{V(\mathbf{x}, f)}{B(\mathbf{x}, f)}\right\}^{1 /(d+4)} \gamma_{n}^{1 /(d+4)}\right)
$$

Then, we have

$$
\begin{aligned}
\mathrm{MSE} & {\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right] } \\
= & \left(1+\frac{d^{4 /(d+4)}}{4}\right)(1-2 a \xi)^{-2 d /(d+4)}(2-(\alpha-a d) \xi)^{-4 /(d+4)} \\
& \times R(K)^{4 /(d+4)} V(\mathbf{x}, f)^{4 /(d+4)} B(\mathbf{x}, f)^{d /(d+4)} \gamma_{n}^{4 /(d+4)} \\
& +o\left(\gamma_{n}^{4 /(d+4)}\right) .
\end{aligned}
$$

The following corollary shows that, for a special choice of the stepsize

$$
\left(\gamma_{n}\right)=\left(\gamma_{0} n^{-1}\right)
$$

which fulfilled that

$$
\lim _{n \rightarrow \infty} n \gamma_{n}=\gamma_{0}
$$

and that $\left(\gamma_{n}\right) \in \mathcal{G S}(-1)$, the optimal value for $h_{n}$ depend on $\gamma_{0}$ and then the corresponding MSE depend on $\gamma_{0}$.

Corollary 2.8. Let Assumptions (A1)-(A3) hold. To minimize the MSE of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)$, the stepsize $\left(\gamma_{n}\right)$ must be chosen in $\mathcal{G S}(-1), \lim _{n \rightarrow \infty} n \gamma_{n}=\gamma_{0}$, the bandwidth ( $h_{n}$ ) must equal

$$
\begin{equation*}
\left(\left(\gamma_{0}-2 /(d+4)\right)^{2 /(d+4)}\left(\frac{d}{4}\right)^{1 /(d+4)}\left\{R(K) \frac{V(\mathbf{x}, f)}{B(\mathbf{x}, f)}\right\}^{1 /(d+4)} n^{-1 /(d+4)}\right),( \tag{2.8}
\end{equation*}
$$

from which we obtain

$$
\begin{aligned}
\operatorname{MSE} & {\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right] } \\
= & \left(1+d^{4 /(d+4)} / 4\right) \gamma_{0}^{2}\left(\gamma_{0}-2 /(d+4)\right)^{-2(d+2) /(d+4)} \\
& \times R(K)^{4 /(d+4)} V(\mathbf{x}, f)^{4 /(d+4)} B(\mathbf{x}, f)^{d /(d+4)} n^{-4 /(d+4)} \\
& +o\left(n^{-4 /(d+4)}\right) .
\end{aligned}
$$

Moreover, the minimum of

$$
\gamma_{0}^{2}\left(\gamma_{0}-2 /(d+4)\right)^{-2(d+2) /(d+4)}
$$

is reached at $\gamma_{0}=1$, then the bandwidth $\left(h_{n}\right)$ must be equal to

$$
\begin{equation*}
\left(\left(\frac{d+2}{d+4}\right)^{2 /(d+4)}\left(\frac{d}{4}\right)^{1 /(d+4)}\left\{R(K) \frac{V(\mathbf{x}, f)}{B(\mathbf{x}, f)}\right\}^{1 /(d+4)} n^{-1 /(d+4)}\right) \tag{2.9}
\end{equation*}
$$

from which we obtain

$$
\begin{aligned}
\operatorname{MSE} & {\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right] } \\
= & \left(1+d^{4 /(d+4)} / 4\right)((d+2) /(d+4))^{-2(d+2) /(d+4)} \\
& \times R(K)^{4 /(d+4)} V(\mathbf{x}, f)^{4 /(d+4)} B(\mathbf{x}, f)^{d /(d+4)} n^{-4 /(d+4)} \\
& +o\left(n^{-4 /(d+4)}\right) .
\end{aligned}
$$

Remark 2.9. For notational convenience, we have chosen the same bandwidth sequence for each margins. This assumption can be dropped easily. If one wants to make use of the vector bandwidths (see, in particular, Chapter 12 of [19]). With obvious changes of notation, our results and their proofs remain true when $h_{n}$ is replaced by a vector bandwidth $\mathbf{h}_{n}=\left(h_{n}^{(1)}, \ldots, h_{n}^{(d)}\right)$, where $\min h_{n}^{(i)}>0$. In this situation we set

$$
h_{n}=\prod_{i=1}^{d} h_{n}^{(i)}
$$

and for any vector $\mathbf{v}=\left(v_{1}, \ldots, v_{d}\right)$ we replace $\mathbf{v} / h_{n}$ by $\left(v_{1} / h_{n}^{(1)}, \ldots, v_{1} / h_{n}^{(d)}\right)$. For ease of presentation we chose to use real-valued bandwidths throughout.

## 3. Concluding Remarks

This paper proposes a general recursive kernel type estimators for spatial data defined by the stochastic approximation algorithm (1.3). The asymptotic laws of the proposed estimators are established under general conditions. In particular, we have obtained the central limit theorem and the strong pointwise convergence rate. We have discussed the MSE that is used the specify the optimal bandwidth in some sense. It would be of interest to extend the present work the case of functional data, that is the covariate $\mathbf{X}$ is $\mathcal{X}$-valued function, where $\mathcal{X}$ is an abstract space. A future research direction would be to extend our findings to the setting of serially dependent observations.

## 4. Mathematical Developments

This section is devoted to the proofs of our results. The previously presented notation continues to be used in the following.
For any distribution function (df) $L(\cdot)$ recall that

$$
\tau_{L}=\sup \{t: L(t)<1\}
$$

be its support's right endpoint. Further, we will denote by $\tau_{F}$ (resp. $\tau_{G}$ ) the upper endpoints of $F(\cdot)$ (resp. of $G(\cdot)$ ). In the following we assume that $\tau_{F}<\infty$, $G\left(\tau_{F}\right)>0, \tau_{H}<\min \left(\tau_{F}, \tau_{G}\right)$ and $C$ is independent to $(\mathbf{X}, T)$.
Now, we define the sequence ( $m_{n}$ ) by setting

$$
\left(m_{n}\right)=\left\{\begin{array}{lc}
\frac{\log \log n}{\sqrt{\gamma_{n}^{-1} h_{n}^{d+1}}} & \text { if }  \tag{4.1}\\
h_{n}^{2} & \frac{\log \log n}{\sqrt{\gamma_{n}^{-1} h_{n}^{d+5}}}=\infty \\
\text { otherwise }
\end{array}\right.
$$

Further, we consider the following notation throughout this section

$$
\mathcal{T}_{n}(\mathbf{x}, f)=h_{n}^{-d} \delta_{n} G\left(Z_{n}\right)^{-1}\left\{c_{f}(\mathbf{x}) f\left(Z_{n}\right)+d_{f}(\mathbf{x})\right\} K\left(h_{n}^{-1}\left(\mathbf{x}-\mathbf{X}_{n}\right)\right) .
$$

and we use the fact that,

$$
\mathbb{1}_{\left\{T_{1} \leq C_{1}\right\}} \varphi\left(Z_{1}\right)=\mathbb{1}_{\left\{T_{1} \leq C_{1}\right\}} \varphi\left(T_{1}\right)
$$

for all measurable function $\varphi(\cdot)$. Then, we readily obtain that

$$
\begin{align*}
& \mathcal{T}_{n}(\mathbf{x}, f) \\
& \quad=h_{n}^{-d_{1}} \mathbb{1}_{\left\{T_{n}<C_{n}\right\}} G\left(T_{n}\right)^{-1}\left\{c_{f}(\mathbf{x}) f\left(T_{n}\right)+d_{f}(\mathbf{x})\right\} K\left(h_{n}^{-1}\left(\mathbf{x}-\mathbf{X}_{n}\right)\right) \tag{4.2}
\end{align*}
$$

Moreover, we have

$$
\begin{aligned}
&\left|\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right| \\
&= \Pi_{n} \left\lvert\, \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i} h_{i}^{-d} \delta_{i}\left[\frac{1}{G_{n}\left(Z_{i}\right)}-\frac{1}{G\left(Z_{i}\right)}\right]\left\{c_{f}(\mathbf{x}) f\left(Z_{i}\right)+d_{f}(\mathbf{x})\right\}\right. \\
& \left.\times K\left(\frac{\mathbf{x}-\mathbf{X}_{i}}{h_{i}}\right) \right\rvert\, \\
&= \Pi_{n} \left\lvert\, \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i} h_{i}^{-d} \mathbb{1}_{\left\{T_{i}<C_{i}\right\}}\left[\frac{1}{G_{n}\left(T_{i}\right)}-\frac{1}{G\left(T_{i}\right)}\right]\left\{c_{f}(\mathbf{x}) f\left(T_{i}\right)+d_{f}(\mathbf{x})\right\}\right. \\
& \left.\times K\left(\frac{\mathbf{x}-\mathbf{X}_{i}}{h_{i}}\right) \right\rvert\, \\
& \leq \Pi_{n} \left\lvert\, \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i} h_{i}^{-d}\left[\frac{G_{n}\left(T_{i}\right)-G\left(T_{i}\right)}{G_{n}\left(T_{i}\right) G\left(T_{i}\right)}\right]\left\{c_{f}(\mathbf{x}) f\left(T_{i}\right)+d_{f}(\mathbf{x})\right\}\right. \\
& \left.\times K\left(\frac{\mathbf{x}-\mathbf{X}_{i}}{h_{i}}\right) \right\rvert\, \\
& \leq \left.\frac{\sup _{t \leq \tau_{H}}\left(\left|G_{n}(t)-G(t)\right|\right)}{G_{n}\left(\tau_{H}\right) G\left(\tau_{H}\right)} \Pi_{n} \right\rvert\, \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i} h_{i}^{-d}\left\{c_{f}(\mathbf{x}) f\left(T_{i}\right)+d_{f}(\mathbf{x})\right\} \\
& \left.\times K\left(\frac{\mathbf{x}-\mathbf{X}_{i}}{h_{i}}\right) \right\rvert\, .
\end{aligned}
$$

Then by using the strong law of large numbers (SLLN) and the law of iterated logarithm (LIL) on the censoring law (see formula (4.28) in [16], see also [25]), we have

$$
\begin{align*}
\sup _{x \in S}\left|\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right| & =O\left(\sqrt{\frac{\log \log n}{n h_{n}^{d+1}}}\right) \\
& =o\left(m_{n}\right) . \tag{4.3}
\end{align*}
$$

The following simple lemma will play an instrumental role in the sequel.
Lemma 4.1. Let $\left(v_{n}\right) \in \mathcal{G S}\left(v^{*}\right),\left(\gamma_{n}\right) \in \mathcal{G S}(-\alpha)$, and $m>0$ such that $m-$ $v^{*} \xi>0$ where $\xi$ is defined in (2.2). We have

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} v_{n} \Pi_{n}^{m} \sum_{i=1}^{n} \Pi_{i}^{-m} \frac{\gamma_{i}}{v_{i}}=\frac{1}{m-v^{*} \xi} \tag{4.4}
\end{equation*}
$$

Moreover, for all positive sequence $\left(\alpha_{n}\right)$ such that $\lim _{n \rightarrow+\infty} \alpha_{n}=0$, and all $\delta \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} v_{n} \Pi_{n}^{m}\left[\sum_{i=1}^{n} \Pi_{i}^{-m} \frac{\gamma_{i}}{v_{i}} \alpha_{i}+\delta\right]=0 \tag{4.5}
\end{equation*}
$$

The proof is given in [33]. Lemma 4.1 is widely applied throughout the proofs. Let us underline that it is its application, which requires Assumption (A2)(iii) on the limit of $\left(n \gamma_{n}\right)$ as $n$ goes to infinity.

Proof of Proposition 2.2. We first note that we have

$$
\begin{aligned}
& \widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f) \\
& \quad=\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\Psi_{n, h_{n}}(\mathbf{x}, f, K)+\Psi_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f)
\end{aligned}
$$

Then, it follows from (4.3), that the asymptotic behavior of $\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-$ $\Psi(\mathbf{x}, f)$ can be deduced from the one of $\Psi_{n, h_{n}}(\mathbf{x}, f, K)-\Psi(\mathbf{x}, f)$. Moreover, in view of (1.1) and (4.2), we can write that

$$
\mathbb{E}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right]-\Psi(\mathbf{x}, f)=\Pi_{n} \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i}\left\{\mathbb{E}\left[\mathcal{T}_{i}(\mathbf{x}, f)\right]-\Psi(\mathbf{x}, f)\right\}
$$

Since, we have

$$
\begin{aligned}
\mathbb{E}[ & {\left[\mathcal{T}_{i}(\mathbf{x}, f)\right] } \\
= & \mathbb{E}\left[h_{i}^{-d} \mathbb{E}\left[\mathbb{1}_{\left\{T_{i}<C_{i}\right\}} \mid T_{i}, \mathbf{X}_{i}\right] G\left(T_{i}\right)^{-1}\left\{c_{f}(\mathbf{x}) f\left(T_{i}\right)+d_{f}(\mathbf{x})\right\}\right. \\
& \left.\times K\left(h_{i}^{-1}\left(\mathbf{x}-\mathbf{X}_{i}\right)\right)\right] \\
= & \mathbb{E}\left[h_{i}^{-d}\left\{c_{f}(\mathbf{x}) f\left(T_{i}\right)+d_{f}(\mathbf{x})\right\} K\left(h_{i}^{-1}\left(\mathbf{x}-\mathbf{X}_{i}\right)\right)\right] .
\end{aligned}
$$

Taylor's expansion with integral remainder ensures that

$$
\begin{aligned}
& \mathbb{E}\left[\mathcal{T}_{i}(\mathbf{x}, f)\right]-\Psi(\mathbf{x}, f) \\
& =c_{f}(\mathbf{x}) \int_{\mathbb{R}^{d}} K(\mathbf{z})\left[L\left(\mathbf{x}-\mathbf{z} h_{i}, f\right)-L(\mathbf{x}, f)\right] d \mathbf{z} \\
& \quad+d_{f}(\mathbf{x}) \int_{\mathbb{R}^{d}} K(\mathbf{z})\left[g_{\mathbf{x}}\left(\mathbf{x}-\mathbf{z} h_{i}\right)-g_{\mathbf{x}}(\mathbf{x})\right] d \mathbf{z} \\
& = \\
& \quad \frac{h_{i}^{2}}{2}\left\{\int_{\mathbb{R}^{d}} K(\mathbf{z}) \sum_{i_{1}, i_{2}=1}^{d} z_{i_{1}} z_{i_{2}} d \mathbf{z}\left(c_{f}(\mathbf{x}) L_{i_{1} i_{2}}^{(2)}(\mathbf{x}, f)+d_{f}(\mathbf{x}) g_{i_{1} i_{2}}^{(2)}(\mathbf{x})\right)\right\} \\
& \quad+h_{i}^{2}\left(c_{f}(\mathbf{x}) \delta_{i}(\mathbf{x})+d_{f}(\mathbf{x}) \widetilde{\delta}_{i}(\mathbf{x})\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \delta_{i}(\mathbf{x}, f) \\
& \quad=\sum_{i_{1}, i_{2}=1}^{d} \int_{\mathbb{R}^{d}} \int_{0}^{1}(1-\eta) z_{i_{1}} z_{i_{2}} K(\mathbf{z})\left[L_{i_{1} i_{2}}^{(2)}\left(\mathbf{x}-\mathbf{z} h_{i} \eta, f\right)-L_{i_{1} i_{2}}^{(2)}(\mathbf{x}, f)\right] d \eta d \mathbf{z} \\
& \widetilde{\delta}_{i}(\mathbf{x}, f) \\
& \quad=\sum_{i_{1}, i_{2}}^{d} \int_{\mathbb{R}^{d}} \int_{0}^{1}(1-\eta) z_{i_{1}} z_{i_{2}} K(\mathbf{z})\left[g_{i_{1} i_{2}}^{(2)}\left(\mathbf{x}-\mathbf{z} h_{i} \eta, f\right)-g_{i_{1} i_{2}}^{(2)}(\mathbf{x}, f)\right] d \eta d \mathbf{z}
\end{aligned}
$$

By the fact that $L_{i_{1} i_{2}}^{(2)}(\cdot)$ and $g_{i_{1} i_{2}}^{(2)}(\cdot)$ are bounded and continuous at $\mathbf{x}$ for all $i_{1}, i_{2} \in\{1, \ldots, d\}$, we readily infer that

$$
\lim _{i \rightarrow \infty} \delta_{i}(\mathbf{x}, f)=0 \text { and } \lim _{i \rightarrow \infty} \widetilde{\delta}_{i}(\mathbf{x}, f)=0
$$

In the case $a \leq \alpha /(d+4)$, we have

$$
\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right)>2 a
$$

an application of Lemma 4.1 then yields to

$$
\begin{aligned}
\mathbb{E}[ & \left.\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right]-\Psi(x, f) \\
= & \frac{1}{2} \int_{\mathbb{R}^{d}} K(\mathbf{z}) \sum_{i_{1}, i_{2}=1}^{d} z_{i_{1}} z_{i_{2}} d \mathbf{z}\left(c_{f}(\mathbf{x}) L_{i_{1} i_{2}}^{(2)}(\mathbf{x}, f)+d_{f}(\mathbf{x}) g_{i_{1} i_{2}}^{(2)}(\mathbf{x})\right) \\
& \times \Pi_{n} \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i} h_{i}^{2}[1+o(1)] \\
= & \frac{h_{n}^{2}}{2(1-2 a \xi)} \int_{\mathbb{R}^{d}} K(\mathbf{z}) \sum_{i_{1}, i_{2}=1}^{d} z_{i_{1}} z_{i_{2}} d \mathbf{z}\left(c_{f}(\mathbf{x}) L_{i_{1} i_{2}}^{(2)}(\mathbf{x}, f)+d_{f}(\mathbf{x}) g_{i_{1} i_{2}}^{(2)}(\mathbf{x})\right) \\
& \times[1+o(1)] .
\end{aligned}
$$

We so obtain (2.4), as sought. In the case $a>\alpha /(d+4)$, we have

$$
h_{n}^{2}=o\left(\sqrt{\gamma_{n} h_{n}^{-d}}\right)
$$

since

$$
\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right)>(\alpha-a d) / 2
$$

we will make use of Lemma 4.1 to infer that

$$
\begin{aligned}
\mathbb{E}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right]-\Psi(\mathbf{x}, f) & =\Pi_{n} \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i} o\left(\sqrt{\gamma_{i} h_{i}^{-d}}\right) \\
& =o\left(\sqrt{\gamma_{n} h_{n}^{-d}}\right) .
\end{aligned}
$$

This when combined with (4.3) implies that (2.5) holds. Further, for computing the variance, we have

$$
\operatorname{Var}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right]=\Pi_{n}^{2} \sum_{i=1}^{n} \Pi_{i}^{-2} \gamma_{i}^{2} \operatorname{Var}\left[\mathcal{T}_{i}(\mathbf{x}, f)\right]
$$

Recall the trivial relation

$$
\operatorname{Var}\left[\mathcal{T}_{i}(\mathbf{x}, f)\right]=\mathbb{E}\left[\mathcal{T}_{i}^{2}(\mathbf{x}, f)\right]-\left(\mathbb{E}\left[\mathcal{T}_{i}(\mathbf{x}, f)\right]\right)^{2}
$$

First, we have

$$
\begin{aligned}
\mathbb{E}[ & \left.\mathcal{T}_{i}^{2}(\mathbf{x}, f)\right] \\
= & \mathbb{E}\left[h_{i}^{-2 d} \mathbb{E}\left[\mathbb{1}_{\left\{T_{i}<C_{i}\right\}} \mid T_{i}, \mathbf{X}_{i}\right] G\left(T_{i}\right)^{-2}\left\{c_{f}(\mathbf{x}) f\left(T_{i}\right)+d_{f}(\mathbf{x})\right\}^{2}\right. \\
& \left.\times K^{2}\left(h_{i}^{-1}\left(\mathbf{x}-\mathbf{X}_{i}\right)\right)\right] \\
= & \mathbb{E}\left[h_{i}^{-2 d} G\left(T_{i}\right)^{-1}\left\{c_{f}(\mathbf{x}) f\left(T_{i}\right)+d_{f}(\mathbf{x})\right\}^{2} K^{2}\left(h_{i}^{-1}\left(\mathbf{x}-\mathbf{X}_{i}\right)\right)\right] .
\end{aligned}
$$

Then, we obtain

$$
\begin{aligned}
& \operatorname{Var}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right] \\
& \quad=\Pi_{n}^{2} \sum_{i=1}^{n} \frac{\Pi_{i}^{-2} \gamma_{i}^{2}}{h_{i}^{d}}\left[V(\mathbf{x}, f) \int_{\mathbb{R}^{d}} K^{2}(\mathbf{z}) d \mathbf{z}+\nu_{i}(\mathbf{x}, f)-h_{i}^{d} \widetilde{\nu}_{i}(\mathbf{x}, f)\right],
\end{aligned}
$$

where

$$
\begin{aligned}
\nu_{i}(\mathbf{x}, f)= & c_{f}^{2}(\mathbf{x}) \int_{\mathbb{R}} K^{2}(\mathbf{z})\left[L G\left(\mathbf{x}-\mathbf{z} h_{i}, f^{2}\right)-L G\left(\mathbf{x}, f^{2}\right)\right] d \mathbf{z} \\
& +d_{f}^{2}(\mathbf{x}) \int_{\mathbb{R}} K^{2}(\mathbf{z})\left[\widetilde{g}_{\mathbf{x}}\left(\mathbf{x}-\mathbf{z} h_{i}\right)-\widetilde{g}_{\mathbf{x}}(\mathbf{x})\right] d \mathbf{z} \\
& +2 c_{f}(\mathbf{x}) d_{f}(\mathbf{x}) \int_{\mathbb{R}} K^{2}(\mathbf{z})\left[L G\left(\mathbf{x}-\mathbf{z} h_{i}, f\right)-L G(\mathbf{x}, f)\right] d \mathbf{z}, \\
\widetilde{\nu}_{i}(\mathbf{x}, f)= & \left(\int_{\mathbb{R}^{d}} K(\mathbf{z})\left(c_{f}(\mathbf{x}) L\left(\mathbf{x}-\mathbf{z} h_{i}, f\right)+c_{f}(\mathbf{x}) g_{\mathbf{x}}\left(\mathbf{x}-\mathbf{z} h_{i}\right)\right) d z\right)^{2} .
\end{aligned}
$$

In view of the condition (A3), we have

$$
\lim _{i \rightarrow \infty} \nu_{i}(\mathbf{x}, f)=0 \text { and } \lim _{i \rightarrow \infty} h_{i}^{d} \widetilde{\nu}_{i}(\mathbf{x}, f)=0
$$

In the case $a \geq \alpha /(d+4)$, we have

$$
\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right)>(\alpha-a d) / 2
$$

and by applying Lemma 4.1, we readily obtain

$$
\begin{aligned}
\operatorname{Var}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right] & =\Pi_{n}^{2} \sum_{i=1}^{n} \frac{\Pi_{i}^{-2} \gamma_{i}^{2}}{h_{i}^{d}}\left[V(\mathbf{x}, f) \int_{\mathbb{R}^{d}} K^{2}(\mathbf{z}) d \mathbf{z}+o(1)\right] \\
& =\frac{1}{2-(\alpha-a d) \xi} \frac{\gamma_{n}}{h_{n}^{d}}[R(K) V(\mathbf{x}, f)+o(1)]
\end{aligned}
$$

then (2.6) follows from (4.3). In the case $a<\alpha /(d+4)$, we have

$$
\gamma_{n} h_{n}^{-d}=o\left(h_{n}^{4}\right)
$$

Lemma 4.1 ensures that

$$
\begin{aligned}
\operatorname{Var}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right] & =\Pi_{n}^{2} \sum_{i=1}^{n} \Pi_{i}^{-2} \gamma_{i} o\left(h_{i}^{4}\right) \\
& =o\left(h_{n}^{4}\right)
\end{aligned}
$$

then (2.7) follows from (4.3). Hence the proof is complete.
Proof of Theorem 2.3. Let us at first assume that, if $a \geq \alpha /(d+4)$, then

$$
\begin{gather*}
\sqrt{\gamma_{n}^{-1} h_{n}^{d}}\left(\Psi_{n, h_{n}}(\mathbf{x}, f, K)-\mathbb{E}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right]\right) \\
\quad \xrightarrow{\mathcal{D}} \mathcal{N}\left(0, \frac{R(K)}{(2-(\alpha-a d) \xi)} V(\mathbf{x}, f)\right) . \tag{4.6}
\end{gather*}
$$

In the case when $a>\alpha /(d+4)$, Part 1 of Theorem 2.3 follows from the combination of (2.5) and (4.6). In the case when $a=\alpha /(d+4)$, Parts 1 and 2 of Theorem 2.3 follow from the combination of (2.4), (4.3) and (4.6). In the case $a<\alpha /(d+4)$, (2.7) implies that

$$
h_{n}^{-2}\left(\Psi_{n, h_{n}}(\mathbf{x}, f, K)-\mathbb{E}\left(\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right)\right) \xrightarrow{\mathbb{P}} 0
$$

and a combination of (2.4) with (4.3) gives Part 2 of Theorem 2.3. Let us prove (4.6). In view of (1.1), we have

$$
\begin{aligned}
& \Psi_{n, h_{n}}(\mathbf{x}, f, K)-\mathbb{E}\left[\Psi_{n, h_{n}}(\mathbf{x}, f, K)\right] \\
& \quad=\Pi_{n} \sum_{i=1}^{n} \Pi_{i}^{-1} \gamma_{i}\left(\mathcal{T}_{i}(\mathbf{x}, f)-\mathbb{E}\left[\mathcal{T}_{i}(\mathbf{x}, f)\right]\right)
\end{aligned}
$$

Now, we set

$$
\begin{equation*}
\mathcal{Y}_{i}(\mathbf{x})=\Pi_{i}^{-1} \gamma_{i}\left\{\mathcal{T}_{i}(\mathbf{x}, f)-\mathbb{E}\left[\mathcal{T}_{i}(\mathbf{x}, f)\right]\right\} \tag{4.7}
\end{equation*}
$$

An application of Lemma 4.1 ensures that

$$
\begin{align*}
v_{n}^{2} & =\sum_{i=1}^{n} \operatorname{Var}\left(\mathcal{Y}_{i}(\mathbf{x})\right) \\
& =\sum_{i=1}^{n} \Pi_{i}^{-2} \gamma_{i}^{2} \operatorname{Var}\left(\mathcal{T}_{i}(\mathbf{x}, f)\right) \\
& =\sum_{i=1}^{n} \frac{\Pi_{i}^{-2} \gamma_{i}^{2}}{h_{i}^{d}}[R(K) V(\mathbf{x}, f)+o(1)] \\
& =\frac{1}{\Pi_{n}^{2}} \frac{\gamma_{n}}{h_{n}^{d}}\left[\frac{R(K)}{2-(\alpha-a d) \xi} V(\mathbf{x}, f)+o(1)\right] \tag{4.8}
\end{align*}
$$

On the other hand, we have, for all $p>0$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\mathcal{T}_{i}(\mathbf{x}, f)\right|^{2+p}\right]=O\left(\frac{1}{h_{i}^{d(1+p)}}\right) \tag{4.9}
\end{equation*}
$$

By using the fact that

$$
\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right)>(\alpha-a d) / 2
$$

implies that there exists $p>0$, such that

$$
\lim _{n \rightarrow \infty}\left(n \gamma_{n}\right)>\frac{1+p}{2+p}(\alpha-a d)
$$

Applying Lemma 4.1, it follows that

$$
\begin{aligned}
\sum_{i=1}^{n} \mathbb{E}\left[\mid \mathcal{Y}_{i}\left(\left.(\mathbf{x})\right|^{2+p}\right]\right. & =O\left(\sum_{i=1}^{n} \Pi_{i}^{-2-p} \gamma_{i}^{2+p} \mathbb{E}\left[\left|\mathcal{T}_{i}(\mathbf{x}, f)\right|^{2+p}\right]\right) \\
& =O\left(\sum_{i=1}^{n} \frac{\Pi_{i}^{-2-p} \gamma_{i}^{2+p}}{h_{i}^{d(1+p)}}\right) \\
& =O\left(\frac{\gamma_{n}^{1+p}}{\Pi_{n}^{2+p} h_{n}^{d(1+p)}}\right)
\end{aligned}
$$

from which we conclude that

$$
\begin{aligned}
\frac{1}{v_{n}^{2+p}} \sum_{i=1}^{n} \mathbb{E}\left[\mid \mathcal{Y}_{i}\left(\left.(\mathbf{x})\right|^{2+p}\right]\right. & =O\left(\left[\gamma_{n} h_{n}^{-d}\right]^{p / 2}\right) \\
& =o(1)
\end{aligned}
$$

The convergence in (4.6) then follows from the application of Lyapounov's Theorem.
Proof of Theorem 2.5. We start by setting that

$$
\mathcal{L}_{n}(\mathbf{x})=\sum_{i=1}^{n} \mathcal{Y}_{i}(\mathbf{x})
$$

and

$$
s_{n}=\sum_{i=1}^{n} \gamma_{i}
$$

where $\mathcal{Y}_{i}$ is defined in (4.7), and set $\gamma_{0}=h_{0}=1$.

- Let us first consider the case $a \geq \alpha /(d+4)$.

We set $H_{n}^{2}=\Pi_{n}^{2} \gamma_{n}^{-1} h_{n}^{d}$, we then have

$$
\begin{align*}
\ln \left(H_{n}^{-2}\right) & =-2 \ln \left(\Pi_{n}\right)+\ln \left(\prod_{i=1}^{n} \frac{\gamma_{i-1}^{-1} h_{i-1}^{d}}{\gamma_{i}^{-1} h_{i}^{d}}\right) \\
& =(2-\xi(\alpha-a d)) s_{n}+o\left(s_{n}\right) \tag{4.10}
\end{align*}
$$

Since $2-\xi(\alpha-a d)>0$, it follows, in particular, that

$$
\lim _{n \rightarrow+\infty} H_{n}^{-2}=\infty
$$

Moreover, since we have

$$
\lim _{n \rightarrow+\infty} \frac{H_{n}^{2}}{H_{n-1}^{2}}=1
$$

it follows from (4.8) that

$$
\lim _{n \rightarrow+\infty} H_{n}^{2} \sum_{i=1}^{n} \operatorname{Var}\left[\mathcal{Y}_{i}(\mathbf{x})\right]=\frac{V(\mathbf{x}, f) R(K)}{2-(\alpha-a d) \xi}
$$

Now, in view of (4.9), we readily infer that

$$
\mathbb{E}\left[\left|\mathcal{Y}_{i}(\mathbf{x})\right|^{3}\right]=O\left(\Pi_{i}^{-3} \gamma_{i}^{3} h_{i}^{-2 d}\right)
$$

Keeping in mind equation (4.10), we have from Lemma 4.1 the following

$$
\begin{aligned}
n^{-3 / 2} \sum_{i=1}^{n} \mathbb{E}\left(\left|H_{n} \mathcal{Y}_{i}(\mathbf{x})\right|^{3}\right) & =O\left(n^{-3 / 2} H_{n}^{3} \sum_{i=1}^{n} \Pi_{i}^{-3} \gamma_{i}^{3} h_{i}^{-2 d}\right) \\
& =o\left(\left[\ln \left(H_{n}^{-2}\right)\right]^{-1}\right)
\end{aligned}
$$

Then, an application of Theorem 1 of [32] ensures, with probability one, that the sequence

$$
\left(\frac{H_{n} \mathcal{L}_{n}(\mathbf{x})}{\sqrt{2 \ln \ln \left(H_{n}^{-2}\right)}}\right)=\left(\frac{\sqrt{\gamma_{n}^{-1} h_{n}^{d}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\mathbb{E}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]\right)}{\sqrt{2 \ln \ln \left(H_{n}^{-2}\right)}}\right)
$$

is relatively compact and its limit set is the interval

$$
\begin{equation*}
\left[-\sqrt{\frac{V(\mathbf{x}, f) R(K)}{2-(\alpha-a d) \xi}}, \sqrt{\frac{V(\mathbf{x}, f) R(K)}{2-(\alpha-a d) \xi}}\right] \tag{4.11}
\end{equation*}
$$

Moreover, it follows from (4.10), that

$$
\lim _{n \rightarrow \infty} \frac{\ln \ln \left(H_{n}^{-2}\right)}{\ln s_{n}}=1
$$

and then, with probablility one, the sequence

$$
\left(\sqrt{\gamma_{n}^{-1} h_{n}^{d}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\mathbb{E}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]\right) / \sqrt{2 \ln s_{n}}\right)
$$

is relatively compact, and its limit set is the interval given in (4.11). Then, by combining (2.4) with (2.5) we conclude the proof of Theorem 2.5 in the case $a \geq \alpha /(d+4)$.

- Let us now consider the case $a<\alpha /(d+4)$.

We set

$$
H_{n}^{-2}=\Pi_{n}^{-2} h_{n}^{4}\left(\ln \ln \left(\Pi_{n}^{-2} h_{n}^{4}\right)\right)^{-1}
$$

We infer that

$$
\begin{align*}
\ln \left(H_{n}^{-2} h_{n}^{4}\right) & =-2 \ln \left(\Pi_{n}\right)+\ln \left(\prod_{i=1}^{n} \frac{h_{i-1}^{-4}}{h_{i}^{-4}}\right) \\
& =(2-4 a \xi) s_{n}+o\left(s_{n}\right) \tag{4.12}
\end{align*}
$$

Since $2-4 a \xi>0$, we readily infer that

$$
\lim _{n \rightarrow+\infty} H_{n}^{-2} h_{n}^{4}=\infty
$$

Moreover, since we have

$$
\lim _{n \rightarrow+\infty} \frac{H_{n}^{2}}{H_{n-1}^{2}}=1
$$

in view of (4.8) and applying Lemma 4.1, we conclude that

$$
\lim _{n \rightarrow+\infty} H_{n}^{2} \sum_{i=1}^{n} \operatorname{Var}\left[\mathcal{Y}_{i}(\mathbf{x})\right]=o(1)
$$

Now, in view of (4.9), it follows from (4.12) and Lemma 4.1 that

$$
\begin{aligned}
& n^{-3 / 2} \sum_{i=1}^{n} \mathbb{E}\left(\left|H_{n} \mathcal{Y}_{i}(\mathbf{x})\right|^{3}\right) \\
& \quad=O\left(n^{-3 / 2} H_{n}^{3} h_{n}^{-6}\left[\ln \ln \left(\Pi_{n}^{-2} h_{n}^{4}\right)\right]^{3 / 2} \sum_{i=1}^{n} \Pi_{i}^{-3} \gamma_{i}^{3} h_{i}^{-2 d}\right) \\
& \quad=o\left(\left[\ln \left(H_{n}^{-2}\right)\right]^{-1}\right) .
\end{aligned}
$$

Then, an application of Theorem 1 of [32] ensures that, with probability one,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{H_{n} \mathcal{L}_{n}(\mathbf{x})}{\sqrt{2 \ln \ln \left(H_{n}^{-2}\right)}} \\
& \quad=\lim _{n \rightarrow \infty} h_{n}^{-2} \sqrt{\frac{\ln \ln \left(\Pi_{n}^{-2} h_{n}^{4}\right)}{2 \ln \ln \left(H_{n}^{-2}\right)}}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\mathbb{E}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]\right) \\
& \quad=0
\end{aligned}
$$

Moreover, equation (4.12) ensures that

$$
\lim _{n \rightarrow \infty} \frac{\ln \ln \left(H_{n}^{-2}\right)}{\ln \ln \left(\Pi_{n}^{-2} h_{n}^{4}\right)}=1
$$

From which we infer that

$$
\lim _{n \rightarrow \infty} h_{n}^{-2}\left(\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)-\mathbb{E}\left[\widehat{\Psi}_{n, h_{n}}(\mathbf{x}, f, K)\right]\right)=0 \quad \text { a.s. }
$$

whence Theorem 2.5, in the case $a<\alpha /(d+4)$, follows from (2.4).
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